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Any vector can be seen as a matrix with only one row and multiple columns or vice verse.

Sum of matrices:
It's just for two equally shaped matrices:

ai;  Qin bi1 -+ bin a11+ by 0 Aip t by
A+B= N S R =]= : :
Am1 t Amn bml bmn Am1 + bml o Amn + bmn
Scalar multiplication:
aa11 A aaln
admy aamn]

Multiplication of matrices:

It needs that m (number of columns) of the first matrix to be equal to the n (number of rows) of the second matrix.
A(nxm)-B(mxn) =C(n xm)

Example:

ap=[l 42 .[2] =[1(8)+4(6)+2(2)
@x3) |, (5x1) 4

_[36
4 3 6 (8) +3(6) +6(2)] 50y) [62](zx1>

Transposed matrix:
It consists in exchanging the order of the matrix dimensions, if we replace a;; for a;; we will have a transposed matrix, that is denoted by AT

=y 3 o=ley ap al

a1 Q1 1 4
A1z Q2| =5 3

a3 433 2 6

Squared matrix:
Matrix with same number of columns and rows.

a1 Qyg
A= :

gy - a44](4x4)
Diagonal matrix:
It is represented by a matrix with values in diagonal a;; and with zeros in the rest of elements. Also it must be symmetric.

a1 0 O
A=|10 =~ 0 ]
0 0 ann

Identity matrix:
It is a diagonal matrix, whose diagonal values are one.

a; 0 0 1 0 0
I = [ 0 0 ] = [O 0]
0 0 ap) lo 0 1

Determinant matrix:

ai1 Q12 Qg3
det(A) = |A| = det( Q1 G Qps )

az; Az 0Azs

QAzz A3

azi a23|
azz aszs

azi a22|
azy d4ss

13 |a31 asz

|- ax|

Trace of matrix:
Itis the sum of its diagonal entries:

n
tr(4) = Z Ay
i=1

Also it’s the sum of its eigen values:

tr(4) = i Ai
i=1

Inverse matrix:
It holds the property that a matrix multiplied by its inverse matrix gives the entity matrix:

Basic Math Page 1



A-A =41 A=]

Linear maps:
Alinear map is a function between vector spaces: T:V - W
In a function T: R® —» R™, a matrix of dimension n is transformed into a matrix of m dimension.

V1 X1 a1z ot Qp[*
I
Ym Xm Am1 " Amnl 1 Xm
Also it can be denoted as:

y=A-%

Rotation matrix:
A matrix can make a vector rotate around the origin. It is expressed as:
R = [cosB —sin 6
sinf cosf
For example: For a rotation of 90 degrees:

_J0 -1
R= [1 0 ]
Rotating vector:

W=R-U= [(1) _01](2><2) . [(1)]2><1 - [(1)]2><1

2.00
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In three dimensions, the three axis rotation matrices are defined as:
(1 0 0
R, (¢p)=]0 cos¢ —sin d)]
[0 sing cos¢
[ cos@ 0 sinf
R, (6) = 0 1 0 ]
|—sinf 0 cosf
[cosy —siny 0
R,(}) =|siny cosy 0]
0 0 1

Eigen things:
A squared matrix with a non-zero vector in a vector space has eigen values and eigen vectors.
Eigen Vectors are linearly independent, also it's direction never changes, only they can be scaled.
Eigen Values scales the eigen vectors.
AX = AX
Example:
30

a=lo 4l
Eigen Vectoris x:

- _[3 01 [0
ai=[g - []=13 ol
Calculate Eigen Values and Eigen Vectors:
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det(A—A) =0 - A;

Pythagorean theorem:
The square value of the sum of the squared elements represents the distance of the vector.
1%+ yll = lI%ll + 17l

% =(4,0)
y=1(03)
xlength = /42 + 02=4

YViength = 02+32=3
hypotenusa;engin, =5

Orthogonal projections:

The projection of a vector is the component of the vector in a subspace. Example given a vector j € R?
and subspace S c R", the vector can be projected in the subspace S to give y

y—19 N S

The projection can be calculated with the basis s; of S and the inner product between y of V §; of S
By = (37' §1)§1 + ot (37'§m)§m

P denotes Projection

Angles brackes denote inner product

Calculate the remaning side of the triangle:

P,§ = argmin||y — 3|
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